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Introduction. The arising of Network Virtualization will be a key enabler for the deployment
of virtualized components capable of performing efficient path computation on behalf of the
routers, thus allowing the optimization of operational IP networks. This perspective change
draws again the traffic engineering community’s attention to classical problems related to IP
network optimization and raises the question of finding effective algorithms allowing to solve
those problems for large scale networks. In particular, traffic routing in IP networks still draws
heavily on shortest paths based routing protocols, such as open shortest path first (OSPF),
and finding a set of link weights that induce shortest paths while also minimizing the network
congestion is one of the key issues for the design of efficient IP networks.

In this context, we address the Minimum Unsplittable Shortest Path Routing (MinUSPR)
problem. This problem is formally defined as follows. We consider given a bidirected graph
G = (V,A, c) representing an IP network where V is the set of nodes and A is the set of
arcs. Every node v ∈ V corresponds to a router and every arc a ∈ A corresponds to a link
connecting two routers with a given capacity ca > 0. We are also given a set of commodities
K representing a traffic matrix where each commodity k ∈ K is characterized by an origin
(router) node sk, a destination (router) node tk and a volume of traffic Dk > 0 (measured in
Mbit/s) to be routed between sk and tk. The MinUSPR problem consists then in finding a set
of weights to assign to the arcs of G such that (i) there is a unique shortest path in G for each
commodity between its origin and destination according to the identified weights and (ii) the
network congestion is minimum.

The MinUSPR problem has been widely studied in the literature for both its splittable
and unsplittable versions. Several works propose algorithms to solve this problem using meta-
heuristic, approximate and exact approaches (see [1] and the references therein). Our work
extends the results proposed in [1] and aims at investigating hybrid approaches based on
OR/ML methodologies for the problem.

Contributions. Our contributions can be summarized as follows
Path-based formulation. We first propose a non-compact MILP formulation for the pro-

blem obtained by applying a Dantzig-Wolfe decomposition to the compact (arc-flow) for-
mulation presented in [2]. The resulting model contains a exponential number of (path)
variables and we manage to solve its linear relaxation using a column generation pro-
cedure. More precisely, we solve iteratively the problem with a subset of columns. The
remaining formulation is called Restricted Master Problem (RMP), and new columns
(path variables) with negative reduced cost are generated dynamically though a shortest
path-based pricing subproblem then added to the RMP.

Routing-path formulation. This model has also an exponential number of variables based
on routing. A routing is an assignment of one path for each commodity. Let R be the set



of all possible routings. The decision variables are the variables xr that takes the value 1
if the routing r is used and 0 otherwise, for each r ∈ R. There is a variable rv

u ∈ R+ for
each u, v ∈ V equal to the potential of node u ∈ V , that is the distance between router
u ∈ V and router v ∈ V . A variable ut

a ∈ {0, 1} for every a ∈ A, t ∈ T equal to 1 if the
link a ∈ A belongs to a shortest path towards destination t ∈ T and 0 otherwise. Finally,
a variable wa ∈ Z+ corresponding to the weight assigned to the arc a for each a ∈ A.
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where M is a big value. Inequality (2) ensures that only one routing is selected. In-
equalities (3) make the link between variables x and u. Inequalities (4) and (5) ensure a
feasible weight on each link. The pricing problem consists in finding a routing r (multi-
commodity flow) such that λ+
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a > Lr where yt

a is equal to 1 if at least
one commodity with the destination t use the arc a and 0 otherwise. It can be solved by
a variant of the classical multi-commodity flow path based model.

Neural networks. In the column generation loop we add a neural network to find a heu-
ristic solution at each iteration. Let r be the routing added by one loop of the column
generation. The neural network is composed by an input vector that corresponds to the
utilization of each link given by the routing r and an output vector that corresponds to
the weights (wa). Thus the input vector and output vector have the same size. We also
apply our neural network to the linear relaxation of path variables of the path-based
formulation. To train the neural network, we generate on the same input graph a dataset
with few commodities that can be solved optimally using exact methods.

Generating dataset through dynamic programming. A dynamic programming algo-
rithm based on a tree decomposition for solving the MinUSPR problem was propo-
sed in [2]. More precisely, the algorithm computes an optimal set of weights in time
2O(ω8|K|) · n where ω is the treewidth of the input graph. Recall, that the “treewidth” is
a graph invariant that measures how close a graph is of being a tree. For instance, trees
have the smallest possible treewidth value 1 while clique graphs of n vertices have the
largest treewidth value n. Thus, the algorithm is particularly suited to solve the problem
on “tree-like” (sparse) networks. A promising research direction would be to use this
algorithm to quickly generate a dataset for our neural network approach with examples
of sparse networks and “small” number of commodities. Computing such dataset may
seem restrictive at first, but most of the real life networks are sparse. Furthermore, we
think that learning on a small, but carefully chosen, set of demands is enough to help
the neural network to generalize well.

Future works include the integration of these approaches into a branch-and-price algorithm
and an experimental study to assess its effectiveness on state of the art instances.
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