Scheduling with a processing time oracle
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To illustrate the problem studied in this work, suppose that you need to schedule on a single
machine four jobs called A, B,C,D. Job B has processing time 5, while jobs A, C, D have
processing times 0.3, see Figure 1. The cost of a schedule (also called objective value) is the
total completion time of the jobs. Hence one possible optimal execution order is A, C, D, B,
which has objective value 7.7. However the processing times are initially unknown to you, the
jobs are indistinguishable, and you only know that the processing times are either 0.3 or 5.
So you could schedule them in an arbitrary order, for example the execution order A, B, C, D
would yield an objective value of 17.1, which is roughly 2.22 larger than the optimum. Luckily
you have access to a processing time oracle, which allows you to query (or test) the processing
time of a particular job, and this operation takes 1 time unit. Such an oracle can be thought as
a machine learning black box predictor, which was trained on large number of jobs. You could
query this oracle for all 4 jobs, providing full information, which allows you to schedule the
jobs in the optimal order. However you don’t have to wait until you know the processing time
of all jobs before you start executing them. For example if a query reveals a short job, then
it could be scheduled immediately, and if a query reveals a long job, then its execution could
be postponed towards the end of the schedule. This means that there is no benefit to query
the last job, as the position of its execution would be the same, regardless of the outcome.
In summary, for this example you have the possibility to query between 0 and 3 jobs. The
resulting schedules are depicted in Figure 1. Testing the first 2 jobs would lead to the smallest
objective value of 14.7, which is only roughly 1.91 larger than the optimum.

Formally, we study a single machine scheduling problem with the objective of minimizing the
sum of completion times. Each of the given jobs is either short or long. However the processing
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FIG. 1 — Some schedules with four jobs A, B,C, D and short processing times either 0.3 or
5. White boxes represent job tests, while gray boxes represent job executions. The cost is the
sum of the completion times.



times are initially hidden to the algorithm, but can be tested. This is done by executing a
processing time oracle, which reveals the processing time of a given job. FEach test occupies
a time unit in the schedule, therefore the algorithm must decide for which jobs it will call
the processing time oracle. The objective value of the resulting schedule is compared with the
objective value of an optimal schedule, which is computed using full information. The resulting
competitive ratio measures the price of hidden processing times, and the goal is to design an
algorithm with minimal competitive ratio.

This model falls into the paradigm of optimizing under explorable uncertainty, which has
been introduced in 1991 [4], and started to be applied to scheduling problems in 2016 [5]. In
this approach, a problem instance consists of a set of numerical parameters, the algorithm
obtains as input only an uncertainty interval for each one. The algorithm knows for each
parameter that it belongs to the given interval and has the possibility to make a query in
order to obtain the precise value. Clearly a compromise has to be found between the number
of queries an algorithm makes and the quality of the solution it produces. This setting differs
from a probabilistic one, studied in [5, 6, 7], where jobs have weights and processing times
drawn from known distributions, and the algorithm can query these parameters. A seemingly
similar problem has been studied in [2, 3, 1], where the term festing has a different meaning
than in this paper.

Two models are studied in this paper. In the non-adaptive model, the algorithm needs to
decide beforehand which jobs to test, and which jobs to execute untested. However in the
adaptive model, the algorithm can make these decisions adaptively depending on the outcomes
of the job tests. In both models we provide optimal polynomial time two-phase algorithms,
which consist of a first phase where jobs are tested, and a second phase where jobs are executed
obliviously. Experiments give strong evidence that optimal algorithms have this structure.
Proving this property is left as an open problem.
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